
Matrices and Linear Trans. Assignment #7 Due July 23

Show your work and justify all answers.

(10 pts)

(1) [+2] Let V be an inner product space over C. For subspaces S1, S2 ≤ V , we write S1 ⊥ S2 if 〈s1, s2〉 = 0

for all s1 ∈ S1 and s2 ∈ S2.

Suppose that S1, . . . , Sn ≤ V are finite-dimensional subspaces such that Si ⊥ Sj for all i 6= j ∈ [n].

Prove that dim
(
S1 + · · ·+ Sn

)
= dimS1 + · · ·+ dimSn.

(2) Let V be an inner product space over C and let S, T ≤ V .

(a) [+2] Prove that (S + T )⊥ = S⊥ ∩ T⊥.

(b) [+2] Prove that if V is finite-dimensional, then (S ∩ T )⊥ = S⊥ + T⊥.

(3) This exercise will walk through a classification of all inner products on Cn.

A matrix A ∈ Cn×n is called positive-definite if A is Hermitian1 and ~x∗A~x ≥ 0 for all ~x ∈ Cn with

~x∗A~x = 0 if and only if ~x = ~0. We write A � 0 to mean that A is positive-definite.

Finally, for a matrix A ∈ Cn×n, define 〈~x, ~y〉A = ~x∗A~y.

(a) [+2] Show that if A � 0, then 〈~x, ~y〉A is an inner product on Cn. (Note that if c ∈ C, then c = c∗.)

(b) [+2] Let 〈·, ·〉 be any inner product on Cn. Define the matrix A ∈ Cn×n by Aij = 〈~ei, ~ej〉. Prove

that 〈~x, ~y〉 = 〈~x, ~y〉A for all ~x, ~y ∈ Cn and that A � 0.

1Recall that this means A∗ = A.
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